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Abstract
Introduction  Accumulating evidence demonstrates that aberrant methylation of enhancers is crucial in gene expression 
profiles across several cancers. However, the latent effect of differently expressed enhancers between INSS stage 4S and 4 
neuroblastoma (NB) remains elusive.
Methods  We utilized the transcriptome and methylation data of stage 4S and 4 NB patients to perform Enhancer Linking 
by Methylation/Expression Relationships (ELMER) analysis, discovering a differently expressed motif within 67 enhanc-
ers between stage 4S and 4 NB. Harnessing the 67 motif genes, we established the INSS stage related signature (ISRS) 
by amalgamating 12 and 10 distinct machine learning (ML) algorithms across 113 and 101 ML combinations to precisely 
diagnose stage 4 NB among all NB patients and to predict the prognosis of NB patients. Based on risk scores calculated by 
prognostic ISRS, patients were categorized into high and low-risk groups according to median risk score. We conducted 
comprehensive comparisons between two risk groups, in terms of clinical applications, immune microenvironment, somatic 
mutations, immunotherapy, chemotherapy and single-cell analysis. Ultimately, we empirically validated the differential 
expressions of two ISRS model genes, CAMTA2 and FOXD1, through immunochemistry staining.
Results  Through leave-one-out cross-validation, in both feature selection and model construction, we selected the random 
forest algorithm to diagnose stage 4 NB, and Enet algorithm to develop prognostic ISRS, due to their highest average C-index 
across five NB cohorts. After validations, the ISRS demonstrated a stable predictive capability, outperforming the previously 
published NB signatures and several clinic variables. We stratified NB patients into high and low-risk group based on median 
risk score, which showed the low-risk group with a superior survival outcome, an abundant immune infiltration, a decreased 
mutation landscape, and an enhanced sensitivity to immunotherapy. Single-cell analysis between two risk groups reveals 
biologically cellular variations underlying ISRS. Finally, we verified the significantly higher protein levels of CAMTA2 and 
FOXD1 in stage 4S NB, as well as their protective prognosis value in NB.
Conclusion  Based on multi-omics data and ML algorithms, we successfully developed the ISRS to enable accurate diagno-
sis and prognostic stratification in NB, which shed light on molecular mechanisms of spontaneous regression and clinical 
utilization of ISRS.
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Introduction

Neuroblastoma (NB), one of the most common pediat-
ric extracranial solid malignancies, presents unique chal-
lenges and opportunities for innovative diagnostic and 
therapeutic strategies (Tsubota and Kadomatsu 2018). 
Researchers frequently utilized the International Neuro-
blastoma Staging System (INSS) to stratify patients with 
NB, and defined INSS stage 4S as NB patients aged less 
than one year, having a localized primary tumor with lim-
ited metastasis to the liver, skin, or bone marrow (tumor 
cells less than 10%) (Brodeur et al. 1993). Despite patients 
with stage 4 and 4S shared similar clinical features, stage 
4 patients owned significantly worse prognoses than stage 
4S patients (Ikeda et al. 2002), while spontaneous regres-
sion of NB is commonly observed in stage 4S patients 
(Papac 1996).

The heterogeneity of NB, particularly highlighted in the 
differences between INSS stage 4 and 4S NB, necessitates 
a comprehensive understanding of its molecular underpin-
nings to guide effective treatments (Brodeur 2018). Nev-
ertheless, the specific response mechanism underlying 
the spontaneous regression of NB remains elusive (Papac 
1998), while extensive efforts have been worked on this 
process based on mechanisms such as autophagy (Meng 
et al. 2020; Inoue et al. 2009) and apoptosis (Koizumi 
et al. 1995; Kocak et al. 2013). This phenomenon has not 
been fully explained by transcriptomics alone, prompting 
investigations into the DNA methylome of stage 4S NB. 
Research has shown that certain chromosomal regions are 
particularly rich in promoters with differential methyla-
tion specific to stage 4S. Additionally, these studies have 
identified a distinct pattern of hypermethylation in specific 
subtelomeric promoters. These findings provide a deeper 
understanding of the biological processes underlying the 
unique tumor biology of stage 4S, as well as its tendency 
for spontaneous regression (Decock et al. 2016).

Recent advancements in bio-informatics technologies 
have ushered in a new era of NB therapy. The integration 
of targeted panel sequencing offers a robust and scalable 
method for analyzing a wide array of genomic NB risk 
markers in a single assay (Szymansky et al. 2021). The 
comprehensive sequencing of NB cell lines has elucidated 
differential expression patterns based on various genetic 
aberrations or phenotypes, such as MYCN amplification 
status and ALK mutation status (Harenza et al. 2017). 
DNA methylation studies have pinpointed specific genes, 
such as PHGDH, related to serine metabolism, which are 
strongly expressed and characteristically methylated in 
certain aggressive NB subgroups (Watanabe et al. 2022). 
Meanwhile, single-cell transcriptomics has been instru-
mental in identifying chemoresistance-associated genes 

and pathways and understanding intra-tumor heterogene-
ity (ITH) in high-risk NB cases (Avitabile et al. 2022).

In conclusion, the utilization of transcriptomic profil-
ing, methylation analysis, and single-cell RNA sequenc-
ing in NB research could revolutionize our understanding 
of the complex distinctions between INSS 4 and 4S NB. 
With the assistance of machine learning algorithms (Liu 
et al. 2022), we aimed to explore an innovative approach 
for diagnosing INSS 4 NB patients, as well as apprais-
ing the effectiveness of immunotherapy and forecasting 
the prognosis of NB patients, based on a large amount of 
multi-omics data.

Materials and methods

Datasets

Ten cohorts were utilized in our study. Dataset GSE73518 
containing transcriptome and methylation data of 105 
NB patients was obtained from the GEO database. We 
utilized the champ.norm function of “ChAMP” R pack-
age to normalize the methylation data. Moreover, we 
obtained five independent transcriptome datasets including 
GSE49710 and GSE85047 cohorts from the GEO data-
base, TARGET-NB cohort from the TARGET database, 
and E-MTAB-8248 and E-MTAB-179 cohorts from the 
ArrayExpress database. We removed patients with incom-
plete follow-up data and enrolled 1617 patients for the 
following analysis. We utilized the GSE49710 cohort to 
be the training cohort in which the prognostic and diag-
nostic models were established. Meanwhile, the other four 
datasets were set as the validation cohort to verify the sta-
bility of the models. Detail information on NB patients in 
bluk-seq cohorts was provided in Supplementary Table S1. 
The transcriptomic data was normalized with log2 (x + 1) 
algorithm and the combat function of “sva” R package was 
utilized to correct batch effects (Leek et al. 2012). Besides, 
three scRNA-seq datasets involving 31 patients with INSS 
4 and 4S NB patients were obtained with accession num-
ber GSE192906, GSE137804, GSE140819 from GEO 
database. Another scRNA-seq cohort was downloaded 
from https://​www.​neuro​blast​omace​llatl​as.​org/, which con-
tains scRNA-seq data published in a peer-reviewed arti-
cle (namely CellAtlas dateset in the following analysis) 
(Kildisiute et al. 2021). Detail information on NB patients 
in four scRNA-seq cohorts was listed in Supplementary 
Table S2. The bioinformatics data used in this study is 
sourced from open-access platforms and is publicly avail-
able, thus negating the need for ethical approval or patient 
consent. The workflow diagram of our analysis is provided 
in Fig. 1.

https://www.neuroblastomacellatlas.org/
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Enhancer‑associated regulatory network

Using the “ELMER” R package, we analyzed gene meth-
ylation and transcription data from NB samples in the 
GSE73518 cohort, focusing on the sequences of differ-
entially methylated probes between INSS stage 4 and 4S 
NB. (Silva et  al. 2019). Enhancer Linking by Methyla-
tion/Expression Relationships (ELMER) analysis revealed 
enriched motifs and predicted the transcription factors (TFs) 
interacting with these motifs, leading to the construction of 
a "TFs-motifs-genes" regulatory network. ELMER analysis 
involved five key steps: (1) Identifying distal probes (those 
more than 2 kb upstream from the transcription start site) in 
the methylation chip data; (2) detecting variations in meth-
ylation levels between normal and tumor samples; (3) deter-
mining target genes for the differentially methylated probes; 
(4) finding motifs enriched in probes related to both differen-
tial methylation and target genes; (5) identifying TFs based 
on transcriptional differences. From this, we obtained a list 

of 67 motif genes showing methylation differences between 
INSS stage 4 and 4S NB.

Signatures based on integrating machine learning 
algorithms

Based on the methylated differences between INSS stage 
4 and 4S NB, we then exploited the INSS stage 4 and 4S 
related signature (ISRS) using motif genes enriched by 
ELMER analysis, to diagnose INSS stage 4 NB and predict 
the prognosis of NB patients. Totally, 67 different methyl-
ated genes in motif FOXK1_HUMAN.H11MO.0.A. were 
included in the construction of machine learning (ML) 
models. We integrated 10 ML algorithms involving random 
survival forest (RSF), elastic network (Enet), Lasso, Ridge, 
stepwise Cox, CoxBoost, partial least squares regression for 
Cox (plsRcox), supervised principal components (SuperPC), 
generalized boosted regression modeling (GBM) and sur-
vival support vector machine (survival-SVM) to predict 
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Fig. 1   General workflow of our bioinformatics study
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prognosis. And we integrated 12 ML algorithms involving 
random forest (RF), Lasso, Ridge, elastic net (Enet), step-
wise Glm, GlmBoost, LDA, partial least squares regression 
for Glm (plsRglm), GBM, XGB, SVM and Naive Bayes to 
diagnose stage 4 NB among all NB patients. Altogether 101 
prognostic ML combinations and 113 prediction ML com-
binations were trained in the training cohort, to develop the 
prognostic and diagnostic models according to the leave-
one-out cross-validation (LOOCV) framework. Models 
with < 5 genes were removed. The GSE49710 cohort was 
used as the training cohort, then the GSE85047, TARGET-
NB, E-MTAB-8248 and E-MTAB-179 cohorts were used 
as the testing cohorts. Subsequently, the concordance index 
(C-index) of every ML combination in five cohorts was 
obtained (Liu et al. 2022). The top five ML combinations 
yielding the highest average C-index across five cohorts 
were chosen for further model evaluation via k-fold cross-
validation, to mitigate overfitting and ensure the robustness 
and generalizability of the model. Area under the receiver 
operating characteristic curve (AUC), area under precision-
recall curve (PRAUC), accuracy, sensitivity, specificity, 
precision, cross-entropy and Brier scores were calculated 
to identify the best diagnostic ML model via “mlr3” R 
package (Lang et al. 2019). Precision-recall curve (PRC) 
was employed to evaluate the performance of classifica-
tion models in handling imbalanced datasets. Logarithmic 
loss, recall and decision calibration were utilized to select 
the best prognostic ML model via “mlr3proba” R package 
(Sonabend et al. 2021). We incorporated gene expression 
levels from various feature selection patterns to compute 
risk scores using a linear combination function for each ML 
combination, as dictated by the prognostic model. Similarly, 
we calculated the probability of stage 4 NB using the diag-
nostic model.

Verifying the reliability of the diagnostic 
and prognostic signatures

After selecting the most effective ML pattern pairs, we car-
ried out thorough validation procedures to ensure ISRS with 
qualified accuracy, consistency, and reproducibility. In the 
prognostic signature, the median risk score from the training 
cohort was chosen as the threshold to categorize patients in 
both the training and validation cohorts into high or low-
risk groups. We utilized the Kaplan–Meier (KM) survival 
analysis and the log-rank test on these groups, using the 
“survival” and “survminer” R packages. Cox proportional 
hazards model was utilized to identify the independent prog-
nostic value of prognostic ISRS. In the diagnostic signature, 
we employed a confusion matrix to validate the precision 
of the signature via “cvms” R package. Receiver operating 
characteristic (ROC) curves, calibration curves and deci-
sion curve analysis (DCA) were employed to evaluate the 

precision, discrimination and clinical benefit of the diagnos-
tic and prognostic signatures. Furthermore, we compared the 
performance of the prognostic signature against traditional 
clinical variables using time-dependent ROC curves. Addi-
tionally, both univariate and multivariate Cox analyses were 
conducted to affirm the independent predictive power of the 
prognostic signature.

Consensus clustering analysis of motif genes

Integrating the model genes from the diagnostic and prog-
nostic signatures, we compiled a set of 24 genes which were 
used to construct our ML models. Utilizing these genes, we 
executed unsupervised clustering across three NB cohorts 
(GSE49710, E-MTAB-8248, and TARGET) using the “Con-
sensusClusterPlus” R package and the k-means algorithm 
(Wilkerson and Hayes 2010). This clustering was repeated 
1000 times, each time including 80% of the samples. Fol-
lowing this, we visualized the heterogeneity between the 
two clusters using principal components analysis (PCA) 
and tSNE plots. To evaluate the efficacy of our clustering 
analysis, we compared the differences in clinicopathologi-
cal features and gene expressions between patients of two 
subtypes using the “ComplexHeatmap” R package. Addi-
tionally, survival analysis was conducted to examine the 
outcomes between the different clusters.

Functional enrichment analysis

Differentially expressed genes (DEGs) between two molecu-
lar subtypes based on consensus clustering analysis, as well 
as DEGs between two risk groups divided by ISRS, were 
screened via “limma” R package by False-discovery rate 
(FDR) < 0.05 and |log2fold change (FC)|> 1. To clarify the 
biological functions of DEGs between two subtypes and two 
risk groups, functional enrichment analysis was employed 
with Gene Ontology (GO) and Kyoto Encyclopedia of Genes 
and Genomes (KEGG) terms via “clusterprofiler” R pack-
age (Yu et al. 2012), and gene set variation analysis (GSVA) 
was performed with KEGG terms via “GSVA” R package 
(Hänzelmann et al. 2013). The “h.all.v7.4.symbols.gmt” 
hallmark gene sets from Molecular Signatures Database 
(MSigDB) were utilized for GSVA. Gene set enrichment 
analysis (GSEA) was conducted to identify molecular mech-
anisms and pathways associated with two subtypes and two 
risk groups (Subramanian et al. 2005), with the statistical 
significance threshold set as FDR < 0.25 and Normalized 
Enrichment Score (NES) > 1.

Tumor immune microenvironment landscape

Initially, we applied eight distinct algorithms through 
“IOBR” R package, as well as single sample gene set 



Journal of Cancer Research and Clinical Oncology (2024) 150:148	 Page 5 of 26  148

enrichment analysis (ssGSEA), to measure the levels of 
immune infiltration in NB patients (Zeng et al. 2021; New-
man et al. 2015; Yoshihara et al. 2013; Finotello et al. 2019; 
Li et al. 2016; Charoentong et al. 2017; Becht et al. 2016; 
Aran et al. 2017; Racle et al. 2017). Immune cell mark-
ers used in ssGSEA were identified from a literature review 
(Jia et al. 2018). We compared the differences of immune 
cell abundance between two risk groups divided by ISRS, 
and between two clusters divided by consensus clustering 
analysis, based on “Wilcox” test. Besides, we calculate the 
Spearman correlations between ISRS-predicted risk scores, 
expressions of model genes and immune cell contents quan-
tified by various immune algorithms. Secondly, we utilized 
immune function markers identified from the literature 
review to conduct ssGSEA, assessing and comparing dif-
ferences in immune function levels between two risk groups, 
based on “Wilcox” test (Barbie et al. 2009). Thirdly, we 
conducted ssGSEA to quantify the seven steps of the can-
cer immunity cycle based on gene markers from the Track-
ing Tumor Immunophenotype (TIP) website (http://​biocc.​
hrbmu.​edu.​cn/​TIP/) (Xu et al. 2018). Fourthly, we identi-
fied 24 inhibitory immune checkpoints from the literature 
review to compare differences in immune checkpoint gene 
expressions between two risk groups. Moreover, Thorsson 
et al. (2018) conducted immunogenomics analyses on over 
10,000 cancer samples, identifying six immune subtypes 
that span a range of cancer subtypes and are believed to 
characterize immune response patterns, which potentially 
impact patient prognosis. Five immune subtypes were identi-
fied in the GSE49710 cohort, including wound healing (C1), 
IFN-gamma dominant (C2), inflammatory (C3), lymphocyte 
depleted (C4) and TGF-β dominant (C6). Subsequently, we 
focused on the distribution of each immune subtype in two 
risk groups and two clusters. To analyze the correlation 
between cancer-associated fibroblasts (CAFs) and immune 
cells, Estimate the Proportion of Immune and Cancer cells 
(EPIC), xCell, and Microenvironment Cell Populations-
counter (MCP-counter) algorithms were utilized to obtain 
the CAF scores. And fractions of another 22 immune cells 
were assessed based on Cell-type Identification By Estimat-
ing Relative Subsets Of RNA Transcripts (CIBERSORT) 
algorithm.

Somatic mutation and copy number variation 
analysis

Downloading the somatic mutation data of NB patients from 
the cBioPortal website (https://​www.​cbiop​ortal.​org/), we 
evaluated and visualized the mutation types and frequen-
cies of the model genes via “maftools” R package (Maya-
konda et al. 2018). In parallel, we calculated the tumor muta-
tion burden (TMB) for each NB patient by determining the 
total number of somatic mutations per megabase (MB) in 

the exonic regions of the human genome. Gene mutations 
were categorized as either synonymous or nonsynonymous 
mutations. The nonsynonymous mutations involved Frame_
Shift_Del, Frame_Shift_Ins, In_Frame_Del, In_Frame_Ins, 
Missense, Nonsense, Nonstop, Splice_Site, and Translation_
Start_Site. We employed GISTIC 2.0 to identify key muta-
tion regions based on copy number variation (CNV) data 
sourced from the cBioPortal website (Mermel et al. 2011). 
Additionally, the frequency of somatic CNVs in model genes 
among NB patients was graphically represented using “bub-
ble plots”, and the chromosomal locations of these mutations 
were depicted through “circle plots” using the “RCircos” R 
package (Zhang et al. 2013).

Evaluation of immunotherapy and chemotherapy 
sensitivity

To ascertain the effectiveness of ISRS in predicting 
responses to immunotherapy, we calculated the immune dys-
function and exclusion (TIDE, http://​tide.​dfci.​harva​rd.​edu/) 
score in two risk groups. Besides, the submap algorithm was 
employed to assess the response sensitivity of immunother-
apy in two risk groups based on a public dataset of immuno-
therapy (Jiang et al. 2018; Roh et al. 2017). Moreover, four 
immunotherapy-treated cohorts, IMvigor210, GSE78220, 
GSE135222, and GSE91061, were obtained to appraise the 
efficacy of ISRS in predicting responses to immunotherapy. 
Subsequently, we collected the chemotherapy sensitivity of 
human cancer cell lines to various drugs from the Cancer 
Therapeutics Response Portal (CTRP, https://​porta​ls.​broad​
insti​tute.​org/​ctrp) website and Profiling Relative Inhibition 
Simultaneously in Mixtures (PRISM, https://​depmap.​org/​
portal/​prism/) website. The cell line that is more sensitive 
to a potential drug would display a lower area under the 
curve (AUC), which might help screening novel drugs for 
high-risk NB patients identified by ISRS (Yang et al. 2021).

Single‑cell RNA sequencing analysis

The single-cell RNA sequencing (scRNA-seq) data 
obtained from the GEO database with accession number 
GSE137804 was created as Seurat objects via “Seurat” R 
package (4.1.0) (Satija et al. 2015). We performed quality 
control to exclude low-quality cells with unique feature 
counts > 6000 or < 300 or mitochondrial counts > 15%, as 
well as ribosomes < 3% and erythrocytes < 0.1%, resulting 
in 172,564 cells finally. We utilized Harmony R package 
to mitigate technical batch effects while retaining bio-
logical variation during multiple batch integration (Kor-
sunsky et al. 2019). The FindVariableFeatures function 
was performed to identify the top 2000 genes with the 
highest variation between cells (Butler et al. 2018), on 
which PCA was performed in the expression matrix. We 

http://biocc.hrbmu.edu.cn/TIP/
http://biocc.hrbmu.edu.cn/TIP/
https://www.cbioportal.org/
http://tide.dfci.harvard.edu/
https://portals.broadinstitute.org/ctrp
https://portals.broadinstitute.org/ctrp
https://depmap.org/portal/prism/
https://depmap.org/portal/prism/
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set resolution at 0.3 to conduct the FindClusters func-
tion to identify various clusters. To ascertain the pre-
dominant cell type expressing the model genes of ISRS, 
we performed the RunUMAP function in 4 scRNA-seq 
datasets (GSE192906, GSE137804, GSE140819 and Cel-
lAtlas). We manually annotated the cell type of every 
cluster based on the expression of canonical markers 
from the literature review (Dong et al. 2020). Six scor-
ing algorithms (AUCell in “AUCell” R package, Ucell 
in “Ucell” R package, ssGSEA in “GSVA” R package, 
singscore in “singscore” R package, AddModuleScore 
and PercentageFeatureSet in “Seurat” R package) were 
utilized to perform signature enrichment scoring in four 
NB scRNA-seq datasets (Hänzelmann et al. 2013; Satija 
et al. 2015; Andreatta and Carmona 2021; Foroutan et al. 
2018; Aibar et  al. 2017), which were visualized with 
“irGSEA” R package (https://​chuiq​in.​github.​io/​irGSEA/​
index.​html). Pseudotime trajectory analysis was con-
ducted through “Monocle” R package and “Monocle3” R 
package to explore map conversion trajectories without 
prior knowledge of differentiation time or direction (Qiu 
et al. 2017; Cao et al. 2019). “InferCNV” R package was 
utilized to assess CNVs in neuroendocrine (NE) cells, 
Schwann cells, endothelial cells, and fibroblasts. T cells, 
B cells and myeloid cells were considered as references 
to assess CNVs in cancerous cells (Tirosh et al. 2016). 
“CellChat” R package was used to explore the intercel-
lular communication patterns between each cell type (Jin 
et al. 2021). Meanwhile, “pySCENIC” (version 0.11.2) 
in Python (version 3.7) was performed to investigate TF 
enrichment and regulon activity, which aided in the con-
struction of TF regulatory networks and the identification 
of stable cell states (Aibar et al. 2017).

Pan‑cancer analysis

We performed pan-cancer analysis via “TCGAplot” R pack-
age to explore hub genes’ similarities and differences in 
genomic and cellular changes across a variety of tumor types 
(Liao and Wang 2023), in terms of gene expression, TMB, 
microsatellite instability (MSI), immune microenvironment 
and prognostic value. Gene expressions in tumor and normal 
samples were compared by “Wilcox” test, while the correla-
tion between the gene expression and TMB, MSI, immune 
cell and immune score was calculated by the Spearman 
method. Immune cell ratio was retrieved from The Immune 
Landscape of Cancer (https://​api.​gdc.​cancer.​gov/​data/​b3df5​
02e-​3594-​46ef-​9f94-​d041a​20a0b​9a), and immune scores 
were analyzed by the ESTIMATE algorithm.

Immunohistochemistry staining

To validate the different expressions of model genes between 
stage 4 and 4S NB, we conducted immunohistochemistry 
(IHC) staining of two model genes (CAMTA2 and FOXD1) 
in 25 stage 4 NB tissues and 10 stage 4S NB tissues. The 
experiment received approval from the ethics committee 
of the Children’s Hospital of Chongqing Medical Uni-
versity. NB tissues were paraffin-embedded and cut into 
4 mm slices. Following dewaxing, hydration, and antigen 
retrieval, the samples were treated with primary antibodies: 
Anti-CAMTA2 (Affinity Biosciences Cat# DF9314, RRID: 
AB_2842510) and Anti-FOXD1 (bs-12193R, Bioss, Bei-
jing, China), and incubated overnight at 4 °C. Subsequent 
steps included incubation with Goat anti-Rabbit IgG second-
ary antibody (ZENBIO, China), DAB staining (ZENBIO, 
China), and blocking, with the staining effects observed 
under a microscope. Each sample was scored based on stain-
ing intensity (0: none, 1: mild, 2: moderate, 3: strong) and 
the percentage of positive cells (0: 0%, 1: 1–25%, 2: 26–50%, 
3: 51–75%, 4: 76–100%). The final IHC score was calculated 
as the sum of both intensity and percentage scores.

Results

Enhancer‑associated regulatory network 
with ELMER analysis

Methylation and transcriptomic data of the same 
patient, particularly in 17 INSS stage 4 NB patients 
(age < 1.5 years) and 20 INSS stage 4S NB patients from 
the GSE73518 cohort, were incorporated in ELMER 
analysis. We plotted a heatmap to visualize the varia-
tions of methylation and transcriptomic levels between 
stage 4 and 4S NB (Fig. 2A). Distal probes were used 
to detect the region of enhancers. According to the hg38 

Fig. 2   Enhancer-associated regulatory network was constructed 
with ELMER. A The heatmap visualized the differences in methyla-
tion and transcriptomic levels between INSS 4 and 4S stages in the 
GSE73518 cohort. Color gradient: gene expression levels (blue to 
red, blue for low, red for high) and corresponding methylation levels 
(steelblue to yellow, steelblue for low, yellow for high). B Example of 
top ten genes closest to the upstream and downstream of the differ-
entially methylated distal probes. C Volcano plot of probes that were 
hypermethylated and hypomethylated in INSS 4 stage NB patients. 
D Example of correlation plot between the TF expression level and 
DNA methylation level of one of its probes. E Example of correlation 
plot between the TF expression level and its corresponding average 
DNA methylation level. F Odds ratios of the significantly enriched 
motifs identified by the get.enriched.motif function. G TF sorting plot 
of motif FOXK1_HUMAN.H11MO.0.A. H Profiles of gene expres-
sions of motif FOXK1_HUMAN.H11MO.0.A. in stage 4S and stage 
4. Color gradient: gene expression levels (blue to red, blue for low, 
red for high). I–J Function enrichment performed by GO and KEGG 
terms focused on motif FOXK1_HUMAN.H11MO.0.A. K TF regula-
tory network of motif FOXK1_HUMAN.H11MO.0.A visualized with 
Cytoscape software

◂
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reference genome, we selected 135,427 distal probes by 
get.feature.probe function (Supplementary Table  S3). 
We utilized the GetNearGenes function to pinpoint the 
top ten genes nearest to the upstream and downstream of 
the distal probes respectively, thus creating probe-gene 
pairs (Fig. 2B). Subsequently, an unsupervised approach 
was utilized to detect distal probes by get.diff.meth func-
tion. Each probe’s methylation levels were ranked in both 
stage 4 and 4S groups, and the samples in the lower or 
higher quintiles (20%) of methylation were analyzed to 
determine whether the probes were hypo- or hypermeth-
ylated in stage 4, leading to the identification of 57 distal 
probes (Supplementary Table S4) with an FDR < 0.01 and 
a |Δβ| < 0.3 (Fig. 2C). We then examined the inverse cor-
relation between each probe's methylation level and its 
associated gene's expression. Samples were classified into 
methylated (M) and unmethylated (U) groups based on the 
top and bottom 20% methylation levels of the probes, and 
gene expression levels between these groups were com-
pared using the Mann–Whitney U test. Unsupervised mode 
was utilized to screen 956 probe-gene pairs with statisti-
cally significant negative correlations with default param-
eters through get.pair function (Supplementary Table S5). 
Then, the 250 bp base sequence upstream and downstream 
of these probes were extracted and aligned to 37 signifi-
cantly enriched motifs (Supplementary Table S6) by get.
enriched.motif function. Distal probes associated with the 
same motif were then classified into the top 20% M and 
bottom 20% U groups based on methylation levels. Motif 
FOXK1_HUMAN.H11MO.0.A. with differential expres-
sions between two stages and negative correlations with its 
methylation levels was obtained through get.TFs function 
via the unsupervised mode (FDR < 0.05) (Fig. 2D–F, Sup-
plementary Table S7) (Lambert et al. 2018). To improve 
the robustness of the identified regulatory networks, we 
also employed a supervised mode for probe selection and 
motif identification, which revealed that motif FOXK1_
HUMAN.H11MO.0.A. enriched differentially between two 
stages, with significance (FDR < 0.05) (Supplementary 
Table S8). Ranking the TFs in motif FOXK1_HUMAN.
H11MO.0.A. discovered that EPAS1 and L3MBTL4 
may play a vital role in methylated regulation (Fig. 2G). 
Besides, most of the genes in motif FOXK1_HUMAN.
H11MO.0.A. expressed significantly higher in stage 4S 
than in stage 4 (Fig. 2H). GO and KEGG enrichment anal-
ysis showed that motif genes may affect embryonic organ 
development, muscle tissue development, morphogenesis 
and signaling pathways regulating pluripotency of stem 
cells (Fig. 2I, J). The enhancer-associated regulatory net-
work is visualized via Cytoscape software (Fig. 2K).

Establishment and validation of ISRS 
with diagnostic and prognostic value

As mentioned above, five NB cohorts with transcrip-
tome data were utilized in model development and veri-
fication, which showed a superior effectiveness of batch 
effect removal via “sva” R package (Supplementary Fig-
ure S1A–B). Incorporating 67 genes in motif FOXK1_
HUMAN.H11MO.0.A. based on ELMER analysis, 101 
prognostic algorithm combinations and 113 prediction 
algorithm combinations were then constructed via the 
LOOCV framework. The C-index of each ML combination 
was calculated in all validation datasets (Supplementary 
Table S9). The best diagnostic model was established based 
on RF algorithm which was utilized in both feature selection 
and model construction, with the highest average C-index 
(0.812) across five datasets (Fig. 3A). AUC, PRAUC, accu-
racy, sensitivity, specificity, precision, cross-entropy and 
Brier scores were utilized to reveal that RF was the most 
powerful model in diagnosing INSS 4 NB (Supplementary 
Figure S1C–D). Finally, a 9-gene diagnostic INSS stage-
related signature (ISRS) was accordingly established to 
diagnose stage 4 NB, with CAMTA2 being the most impor-
tant variable (Supplementary Figure S1E–F). Confusion 
matrix in E-MTAB 8248 cohort and other three validation 
cohorts showed a well accuracy of ISRS (Fig. 3B, Supple-
mentary Figure S2A). ROC curves of five cohorts showed 
a well discrimination of ISRS (Fig. 3C). We also compared 
the AUC of ISRS, other clinical variables and the logis-
tic regression nomogram model including several clinical 
variables and ISRS, which demonstrated that ISRS and the 
nomogram model performed better (Fig. 3D, Supplementary 
Figure S2B–C). Calibration curves showed a great alignment 
between ISRS predicted probability and the observed prob-
ability of stage 4 NB (Fig. 3E). DCA curves indicated that 
utilization of ISRS and the logistic regression nomogram 
model is more clinically beneficial, compared with other 
clinical variables (Fig. 3F, Supplementary Figure S2D). 
The feature importance visualization of 9 variables selected 
by RF demonstrated that CAMTA2 impacted most in the 
RF model (Fig. 3G). The best prognostic model was estab-
lished based on the Enet (alpha = 0.6) algorithm which was 
utilized in both feature selection and model construction, 
with the highest average C-index (0.732) across five datasets 
(Fig. 3H). Logarithmic loss, recall and decision calibration 
were calculated to prove the well calibration and precision of 
the Enet (alpha = 0.6) model (Supplementary Figure S1G). 
Ultimately, a 20-gene prognostic ISRS was accordingly 
established to forecast the prognosis of NB patients (Sup-
plementary Figure S1H–I). The feature importance visuali-
zation of 20 variables selected by Enet demonstrated that 
CAMTA1 impacted most in the Enet model (Supplementary 
Figure S1J). In GSE49710, E-MTAB 8248, TARGET and 
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Fig. 3   Construction and validation of a diagnostic and a prognostic 
signature based on 67 genes selected by ELMER analysis. A A total 
of 113 kinds of diagnostic models via a leave-one-out cross-valida-
tion framework and further calculated the C-index of each model. 
B Confusion matrix of the diagnostic ISRS in the validation cohort 
E-MTAB 8248. C ROC curves of the diagnostic ISRS in five cohorts 
(GSE49710, E-MTAB 8248, TARGET, GSE85047 and E-MTAB 
179). D ROC curves of the diagnostic ISRS, the logistic regression 
model (nomogram) and several clinical variables in the validation 
cohort E-MTAB 8248. E Calibration curves of the diagnostic ISRS 
in five cohorts (GSE49710, E-MTAB 8248, TARGET, GSE85047 
and E-MTAB 179). F DCA curves of the diagnostic ISRS, the logis-
tic regression model (nomogram) and several clinical variables in 
the validation cohort E-MTAB 8248. G The feature importance 
visualization of 9 variables selected by RF, which formed the final 
diagnostic model. H A total of 101 kinds of prognostic models via 

a leave-one-out cross-validation framework and further calculated 
the C-index of each model. I Kaplan–Meier survival curves of OS 
for high-risk and low-risk groups of NB patients in the GSE49710 
cohort. J ROC curves of 1-, 3- and 5-year OS of the prognostic ISRS 
signature in the GSE49710 cohort. K AUC values of 3-year OS of the 
prognostic ISRS signature, the cox regression model (nomogram) and 
several clinical variables in the GSE49710 cohort. L Time-depend-
ent ROC curves of the prognostic ISRS signature, the cox regression 
model (nomogram) and several clinical variables in the GSE49710 
cohort. M 1-, 3- and 5-year calibration curves of the prognostic signa-
ture in the GSE49710 cohort. N DCA curves of the prognostic ISRS 
signature, the cox regression model and several clinical variables in 
the GSE49710 cohort. O Forest plot visualized the outcome of mul-
tivariate Cox regression analysis involving the prognostic ISRS and 
several clinical variables. Risk: risk scores calculated by prognostic 
ISRS
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E-MTAB 179 cohorts, the low-risk group owned a relatively 
longer overall survival (OS) and event-free survival (EFS) 
than the high-risk group (Fig. 3I, Supplementary Figure 
S3A). In GSE85047 cohort, the low-risk group owned a 
relatively longer overall survival (OS) and progression-free 
survival (PFS) than the high-risk group (Supplementary Fig-
ure S3A). ROC curves of 1-, 3- and 5-year OS showed well 
specificity of ISRS (Fig. 3J, Supplementary Figure S3B). 
AUC values of 3-year OS proved that ISRS and cox regres-
sion model involving ISRS and several clinical variables 
were more specific and discriminative to forecast the prog-
nosis of NB patients, compared to other clinical variables 
(Fig. 3K, Supplementary Figure S3C–D). Time dependent 
ROC curves indicated that ISRS and cox regression model 
outperformed conventional clinical variables in capability of 
discrimination (Fig. 3L, Supplementary Figure S3E). Cali-
bration curves (Fig. 3M, Supplementary Figure S3F) and 
DCA curves (Fig. 3N, Supplementary Figure S3G) showed 
that ISRS is well-behaved in accuracy and clinical benefit. 
Multivariate Cox regression analysis in the Cox proportional 
hazards model indicated that ISRS, age, sex, INSS stage 
and COG risk stratification were independent prognostic 
factors in NB patients (P < 0.05) (Fig. 3O, Supplementary 
Figure S3H). All these metrics collectively indicated that 
ISRS demonstrated stability and robustness in model per-
formances across five NB queues. The flowchart of machine 
learning algorithm integration was provided in Supplemen-
tary Figure S1K.

Functional enrichment analysis and landscape 
of model genes

PCA analysis displayed significant variations between two 
risk groups divided by prognostic ISRS (Fig. 4A). Based on 
7325 DEGs identified between two risk groups via “limma” 
R package, we performed functional enrichment analysis 
according to GO and KEGG terms, which discovered that 
DEGs were significantly enriched in dopamine secretion, 
kinetochore organization, serotonin transport and outer 
kinetochore in GO terms, and were significantly enriched 

in Neuroactive ligand-receptor interaction, Cell cycle, 
GABAergic synapse and Calcium signaling pathway in 
KEGG terms (Fig. 4B, C). GSEA analysis demonstrated 
that carbon metabolism and cell cycle were enriched in a 
high-risk group, and adrenergic signaling in cardiomyocytes, 
aldosterone synthesis and secretion and cell adhesion mol-
ecules were suppressed in a high-risk group (Fig. 4D, E). To 
understand the biological behavioral variations between two 
risk groups, we conducted GSVA enrichment analysis based 
on “h.all.v7.4.symbols.gmt” hallmark gene sets in MSigDB 
database, which indicated that high-risk group was enriched 
in myc_targets_v2 and DNA_repair, and suppressed in 
hedgehog_signaling and apical_surface (Fig. 4F). We then 
visualized the differential expression of ISRS model genes 
and the variations of clinical variables between the two risk 
groups (Fig. 4G). ZEB2, CAMTA1, BAZ2B, CAMTA2 and 
HOXC9, which constituted both the diagnostic and prognos-
tic ISRS, were significantly higher expressed in a low-risk 
group than in a high-risk group, and significantly higher 
expressed in stage 4S than in stage 4, pretending to be pro-
tectively prognostic genes (Supplementary Figure S4A-B). 
Detailed information on types of model genes was provided 
in Supplementary Table S7. Spearman correlation analysis 
revealed close relationships (correlation P value < 0.0001) 
among the 24 ISRS model genes (Fig. 4H). Based on CNV 
data sourced from the cbioportal website, “bubble plots” vis-
ualized that CREB5 attained the most somatic CNV frequen-
cies among diagnostic model genes, and CAMTA1 attained 
the most somatic CNV frequencies among prognostic model 
genes (Fig. 4I, J). Besides, “circle plots” visualized the chro-
mosome locations where the mutations of ISRS model genes 
occurred (Fig. 4K).

Tumor immune microenvironment analysis

To appraise the discriminative capability of the prognos-
tic ISRS in immune infiltration, we simultaneously calcu-
lated the abundance of immune cell infiltration based on 
eight distinct immune algorithms. “ComplexHeatmap” R 
package visualized that various immune cells were sig-
nificantly fewer infiltrated in a high-risk group than in the 
low-risk group (Fig. 5A). Besides, the spearman correla-
tion heatmap displayed the correlation between immune 
cell infiltrations and the risk scores calculated by the prog-
nostic ISRS, as well as the relationship between immune 
cell infiltrations and the expression of ISRS model genes 
(Fig. 5B). Besides, ssGSEA analysis of immune function 
scores demonstrated that the low-risk group owned sig-
nificantly better immune infiltration abundance (Fig. 5C). 
Moreover, the activation of six key steps in the cancer 
immunity cycle appeared to be significantly higher in 
the low-risk group (Fig. 5D). For immune checkpoints, 
the low-risk group displayed elevated expression levels 

Fig. 4   Functional enrichment analysis and landscape of model genes. 
A PCA analysis plot of high-risk group and low-risk group. B, C GO 
and KEGG enrichment analyses of DEGs among two risk groups. 
D–F GSEA and GSVA analyses of DEGs among two risk groups. 
G Differences in the expression of model genes and differences in 
the clinical variables of NB patients among the two risk groups. H 
Molecular interaction network plot visualized the correlation among 
expressions of model genes and their prognostic prediction value. 
Significantly positive and negative correlations are shown as red and 
blue lines, respectively. The color and size of the nodes indicate the 
type of model genes and P values from Cox regression. I, J The CNV 
mutation frequency of the diagnostic model genes and the prognos-
tic model genes. D Chromosome position and alteration of all model 
genes

◂
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of immune checkpoint genes, indicating a susceptibility 
to immunotherapy (Fig. 5E). Previous literatures have 
stressed the vital role of cancer-associated fibroblasts 
(CAFs) in immune modulation of the tumor microenvi-
ronment (Boyle et al. 2020; Sahai et al. 2020; Gagliano 
et al. 2020). We then utilized “circle plot” to visualized the 
correlation of CAFs among various types of immune cells 
calculated by the CIBERSORT algorithm in NB patients 
(Fig. 5F). Additionally, it is well-known that heterogene-
ous metabolic preferences and dependencies exist across 
tumor types (Hakimi et al. 2016; Hensley et al. 2016; Kim 
and DeBerardinis 2019), hence we extracted multiple met-
abolic pathways from the KEGG database to validate the 
relationship between risk scores and tumor metabolism in 
NB patients (Fig. 5G). Two hub model genes (FOXD1 and 
CAMTA2) also showed significant correlations with cell 
metabolic pathways.

Comparison of the tumor mutation burdens

We visualized and compared the distribution variations of 
somatic mutations between the low-risk group (Fig. 6A) 
and the high-risk group (Fig.  6B) based on mutation 
data sourced from the cbioportal website. Comparisons 
of tumor mutation burden (TMB) between the two risk 
groups revealed no significant difference (Figs. 6C). How-
ever, TMB was found to be significantly related to the risk 
scores obtained by the prognostic ISRS based on spearman 
correlation analysis (Fig. 6D). Moreover, we classified NB 
patients with mutation data into the high TMB and the 
low TMB group according to their median TMB score. 
After integrating two risk groups and two TMB groups, we 
found that patients with low TMB in the high-risk group 
owned the worst OS and EFS, and patients with high TMB 
in the low-risk group owned the best OS and EFS, without 
significance (Fig. 6E, F).

Response of immunotherapy and chemotherapy

Based on TIDE scores and submap algorithm, the possi-
bility of immunotherapy responses was appraised in two 
risk groups. In the GSE49710 cohort, higher TIDE scores, 
higher TIDE dysfunction and exclusion scores were dis-
covered in the high-risk group, indicating a bigger prob-
ability of immune escape during the immunotherapy pro-
cess (Fig. 6G). In the IMvigor210 immunotherapy cohort, 
survival analysis demonstrated that low-risk patients with 
a response to immunotherapy owned significantly longest 
OS, whereas high-risk patients with no response to immu-
notherapy had significantly worst OS (Fig. 6H). Meanwhile, 
in the E-MTAB8248 cohort, a significantly higher propor-
tion of patients responding to immunotherapy was observed 
in the low-risk group (Fig. 6I). Besides, the submap analy-
sis results demonstrated that low-risk patients were more 
sensitive to CTLA4 inhibitors, rather than PD1 inhibitors 
(Fig. 6J). Despite we assessed individual immunotherapy 
reaction based on two methods in two NB cohorts, it's cru-
cial to straightly compare treatment effectiveness in immu-
notherapy-treated cohorts between two risk groups, which 
called a need to involve four immunotherapy-treated cohorts 
in subsequent analysis. Ultimately, we found that patients 
who responded more sensitively to immunotherapy owned 
significantly lower risk scores across four immunotherapy-
treated cohorts (Figs. 6K). Accordingly, to explore potential 
drugs that might be more effective in high-risk NB patients, 
we predicted drug response based on drug sensitivity data 
from CTRP and PRISM. Through the cross-correlation in 
the two pharmacogenomics databases, we successfully pre-
dicted six potential drugs or compounds (BI-2536, dapor-
inad, GSK461364, SB-743921, rubitecan and talazoparib) 
with therapeutic effects in high-risk NB patients (Fig. 6L).

Identification of ISRS model genes‑related subtypes

To further understand the expression pattern of ISRS model 
genes, 871 patients from GSE49710, E-MTAB 8248 and 
TARGET cohorts were included for consensus clustering 
analysis. Respectively, we utilized ISRS model genes to 
employ unsupervised clustering analysis on each cohort, 
which demonstrated that k = 2 exhibited the best discrimi-
nation (Supplementary Figure S5A–B). Besides, PCA and 
tSNE analysis showed significant variations between the 
two clusters, according to the expressions of ISRS model 
genes (Fig. 7A, Supplementary Figure S5C). Meanwhile, 
we performed survival analysis to demonstrate that clus-
ter 1 owned significantly worse OS and EFS than cluster 
2 (Fig. 7B, C). Moreover, the expressions of ISRS model 
genes and the clinicopathological characteristics in different 
clusters displayed significant differences (Fig. 7D). Based 
on 1868 DEGs identified between two clusters via “limma” 

Fig. 5   Analysis of the TME in different risk groups. A Differences in 
immune infiltration status between the two risk groups were evalu-
ated by eight immune algorithms. B Heatmap visualized the corre-
lation between different immune cells and risk scores and the rela-
tionship between different immune cells and expressions of model 
genes. C The differences in immune function scores were calculated 
by ssGSEA analysis between the two risk groups. D The differences 
in cancer immunity cycle scores based on ssGSEA analysis between 
two risk groups. E The differences in expressions of immune check-
point-related genes between two risk groups. F Network showed the 
correlation among CAFs and CIBERSORT-derived immune cells. 
Significantly positive and negative correlations are shown as red and 
blue lines, respectively. The color and size of the nodes indicate the 
type of immune cells and P values from Cox regression. G The corre-
lations between the signature risk scores, expressions of FOXD1 and 
CAMTA2, and metabolic-related pathways based on GSVA analysis 
of KEGG terms were displayed in the butterfly plot

◂



	 Journal of Cancer Research and Clinical Oncology (2024) 150:148148  Page 14 of 26



Journal of Cancer Research and Clinical Oncology (2024) 150:148	 Page 15 of 26  148

R package, we performed functional enrichment analysis, 
which discovered that DEGs were significantly enriched 
in neuropeptide signaling pathway, neuropeptide hormone 
activity, ligand-gated ion channel activity, sodium:chloride 
symporter activity and GABA receptor activity in GO terms, 
and were significantly enriched in Neuroactive ligand-recep-
tor interaction, ECM-receptor interaction, GABAergic syn-
apse, Synaptic vesicle cycle and Neomycin, kanamycin and 
gentamicin biosynthesis in KEGG terms (Fig. 7E, F). GSEA 
analysis demonstrated that cytokine-cytokine receptor inter-
action and staphylococcus aureus infection were enriched in 
cluster 1, and GABAergic synapse and neuroactive ligand-
receptor interaction were suppressed in cluster 1 (Supple-
mentary Figure S5D). Moreover, GSVA enrichment analy-
sis, based on “h.all.v7.4.symbols.gmt” hallmark gene sets in 
the MSigDB database, indicated that cluster 1 was enriched 
in myc_targets_v2, e2f_targets and g2m_checkpoint, and 
suppressed in hedgehog_signaling and apical_junction (Sup-
plementary Figure S5E). To further understand variations 
in tumor immune microenvironment between two clusters, 
eight immune algorithms were utilized to assess the immune 
abundance differences between two clusters, and visualized 
the Cox P value of each immune cell type (Fig. 7G). In 
terms of mutation landscape, we compared the distribution 
variations of somatic mutations between cluster 1 (Supple-
mentary Figure S5F) and cluster 2 (Supplementary Figure 
S5G) based on mutation data sourced from the cbioportal 
website. We observed that TMB scores are not significantly 
different between the two clusters (Supplementary Figure 
S5H). Meanwhile, we classified NB patients with mutation 
data into the high TMB and the low TMB group according 
to the median TMB score. After integrating two clusters 
and two TMB groups, we found that patients with low TMB 
from cluster 1 had worse OS and EFS than patients with high 

TMB from cluster 2, without significance (Supplementary 
Figure S5I–J).

Model comparisons and landscapes of risk groups 
and clusters

For the sake of verifying the prognostic effectiveness of 
ISRS, we collected coefficients of model genes in 39 previ-
ously published NB prognostic models. Subsequently, we 
performed a comparative analysis of the C-index of each 
prognostic model, which was developed based on a variety 
of biological characteristics, involving necroptosis, ferropto-
sis, cuproptosis, disulfidptosis, ganglioside, and m6A meth-
ylation. Ultimately, we discovered that ISRS demonstrated 
superior predictive performances relative to the vast major-
ity of models across five NB datasets (Fig. 8A), which quali-
fied ISRS as an invaluable NB prognostic model. Moreover, 
the overall relationship among different risk groups, differ-
ent clusters and patients’ clinical information was visualized 
by “sankey plot” (Fig. 8B). In terms of immune subtypes 
of NB patients, we observed significant variations in the 
proportion of immune subtypes between two risk groups 
and two clusters in the GSE49710 cohort, with much more 
wound healing (C1) subtype in high-risk group and in cluster 
1 (Fig. 8C). Comparing clinical variables between two risk-
groups, we suggested that lower risk scores of ISRS were 
related to better prognoses in NB patients (Fig. 8D).

Single‑cell sequencing analysis and pseudotime 
analysis

To explore the biological function of ISRS in a single cell 
level, we utilized 4 NB single-cell datasets (GSE137804, 
GSE192906, GSE140819 and CellAtlas) to validate our 
results. In GSE137804, we utilized harmony integration 
to remove batch effects, which showed a well correction 
before and after integration (Fig. 9A). Subsequently, we 
partitioned all cells in GSE137804 into 25 clusters based 
on the k-nearest neighbor (KNN) clustering method 
(Fig. 9B). According to cell markers collected from the 
literature review, we successfully identified 8 distinct cel-
lular subtypes, involving neuroendocrine cells (NE cells), 
T cells, B cells, endothelial cells, myeloid cells, Schwann 
cells, fibroblasts, and plasmacytoid DC cells (Fig. 9C). 
Violin plot visualized the expressions of canonical markers 
in 8 clusters (Fig. 9D). Subsequently, the ISRS scoring for 
each cell was calculated based on six signature enrichment 
scoring algorithms, which demonstrated that cells with 
higher ISRS scoring predominately located in NE cells 
(Fig. 9E, F, Supplementary Figure S6A–B). Meanwhile, 
we explored the single-cell transcriptome localization of 
ISRS model genes, which were found to expressed mostly 
in NE cells (Fig. 9G). Accordingly, the expression patterns 

Fig. 6   Landscape of somatic mutation, CNVs, immunotherapy and 
chemotherapy between high-risk and low-risk groups. A, B Visual 
summary displayed common genetic alterations in the high-risk 
and low-risk groups. C Tumor mutation burdens between high-risk 
and low-risk groups. D Spearman correlation between risk scores 
calculated by ISRS and TMB scores in NB patients. E, F Compre-
hensive survival analysis on OS and EFS based on two risk groups 
and two TMB groups. G Violin diagram illustrated the variance in 
TIDE scores between high-risk and low-risk groups in the GSE49710 
cohort. H Kaplan–Meier survival analysis delineated the OS rates for 
patients categorized into high-risk and low-risk groups in the IMvigor 
cohort. I The TIDE algorithm predicted response to immunotherapy 
between high-risk and low-risk groups in the E-MTAB 8248 cohort. 
J Comprehensive submap analysis predicted response to immuno-
therapy between high-risk and low-risk groups in the E-MTAB 8248 
cohort. K Box diagram depicted the disparity in ISRS among patients 
exhibiting immunotherapy responses in the IMvigor210, GSE78220, 
GSE135222, and GSE91061 cohorts. L Correlation study and differ-
ential drug response analysis of CTRP-derived pharmaceuticals and 
PRISM-derived pharmaceuticals to explore potential drugs for high-
risk NB patients
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of ISRS model genes were validated in three NB single-
cell external datasets (GSE192906, GSE140819 and Cel-
lAtlas) (Supplementary Figure S6C). Meanwhile, six scor-
ing algorithms were utilized in the three NB single-cell 
external datasets (GSE192906, GSE140819 and CellAtlas) 
to demonstrate that ISRS model genes were enriched in 
NE cells (Supplementary Figure S6D–I). Additionally, 
the pseudotime trajectory analysis revealed the temporal 
sequence of malignant cellular differentiation and dem-
onstrated that NE cells with higher ISRS scores appeared 
at an earlier pseudotime than NE cells with lower ISRS 

scores, indicating that immature NE cells were more pre-
dominant in high-risk NB patients (Fig. 9H). The differen-
tiation trajectory of NE cells, endothelial cells, fibroblasts 
and Schwann cells were plotted via Monocle 2 algorithm, 
which suggested that endothelial cells owned the potential 
to differentiate into other types of cells (Fig. 9I). Hence, 
we set endothelial cells as the beginning of differentiation 
to investigate pseudotime trajectory of all cells in Mono-
cle 3 analysis, which validated that immature NE cells 
could own higher ISRS scores and serve as malignant cells 
(Fig. 9J). Besides, pseudotime analysis of interested genes 

Fig. 7   Construction of ISRS model genes-related clusters. A PCA 
analysis of two clusters. B, C Kaplan–Meier survival analysis of OS 
and EFS between two clusters. D ComplexHeatmap of the distribu-
tion of ISRS model genes and clinical variables in the two clusters. 

E, F GO and KEGG enrichment analysis indicated significant enrich-
ment of pathways in cluster 1. G Differences in the proportion of var-
ious kinds of immune cells calculated by eight immune algorithms in 
the two clusters
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Fig. 8   Model comparisons and landscape of two risk groups and 
two clusters. A C-index comparison analysis between the ISRS and 
39 published signatures in GSE49710, E-MTAB 8248, TARGET, 
GSE85047, E-MTAB 179 and meta-cohort. *P < 0.05; **P < 0.01; 
***P < 0.001; ****P < 0.0001. B Sankey diagram of distributions in 

two clusters and two risk groups with different clinical variables and 
survival outcomes. C Differences in the proportion of five immune 
subtypes between two clusters and two risk groups. D Circular pie 
chart visualized the proportion difference of clinical indices and 
immune subtypes between two risk groups
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Fig. 9   Exploration of ISRS and model genes in GSE137804 scRNA-
seq data. A UMAP plot before and after Harmony integration, each 
color stands for a NB tumor sample. B, C UMAP plot of the distribu-
tion of 24 clusters and 7 cell types after manual annotation. D Violin 
plot of maker genes for annotation of each cell type. E, F Single-cell 
scoring results of ISRS model genes based on the singscore algorithm 

in each cell type. G FeaturePlot of ISRS model genes (CAMTA1, 
CAMTA2, ZEB2, BAZ2B and HOXC9) in UMAP plot. H–I Pseu-
dotime trajectory analysis in NB cells via Monocle 2 algorithm (Cells 
are colored according to pseudotime, ISRS groups and cell types). J–
K Pseudotime trajectory analysis in NB cells and pseudotime DEGs 
via Monocle 3 algorithm
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identified that pseudotime DEGs were increased along the 
pseudotime curve, while the ISRS model genes stayed still 
(Fig. 9K).

Validation of ISRS by inferCNV, cell communication 
and SCENIC analysis

To comprehensively verify the efficacy of ISRS in single-
cell RNA-sequencing data, we utilized inferCNV algorithm 
to investigate the clonal structure of NE cells, endothelial 
cells, fibroblasts and Schwann cells. The infer CNV analysis 
revealed that NEs with chromosome 17q gain could serve as 
malignant cells, while cells with more CNVs owned higher 
ISRS scores in 4 NB single-cell datasets, validating the 
capability of risk stratification of ISRS (Fig. 10A, B, Supple-
mentary Figure S7A–C). In cell communication analysis, we 
plotted circle diagrams to demonstrate the interaction times 
and interaction strengths among each cell type, visualizing 
the integrated cell communication networks in high ISRS 
cells and low ISRS cells. We compared the cell communi-
cation patterns between two ISRS groups, which revealed 
that B cells, myeloid cells, Schwann cells and fibroblasts 
might contribute most to differences in cell communication 
networks (Fig. 10C). Hence, we investigated over-expressed 
ligand-receptor pairs and their interactions among B cells, 
myeloid cells, Schwann cells and fibroblasts in the high 
ISRS group, identifying differential cell interactions between 
two ISRS groups (Fig. 10D). Different cell types would emit 
different contributive signals on the overall, incoming and 
outgoing signals between two ISRS groups, especially for 
Schwann cells, fibroblasts and endothelial cells (Fig. 10E, 
F, Supplementary Figure S7D). Besides we further investi-
gated the relation between regulon (TFs and target genes) 
activity and each cell type in different ISRS group based on 
SCENIC analysis, which indicated that regulons of SOX4 
and SMAD5 scored high activity in high ISRS cells, and 
regulons of KLF7 and SMARCA4 scored high activity in 
low ISRS cells (Fig. 10G, Supplementary Figure S7E).

Pan‑cancer analysis and immunohistochemistry 
of two hub genes

Finally, we observed two ISRS model genes (CAMTA2 and 
FOXD1) with abundant research value in oncology, which 
have been proven as oncogenes in head and neck squamous 
cell carcinoma (Wu et  al. 2023) or colon cancer (Luan 
et al. 2021). Hence, we performed pan-cancer analysis to 
reveal the heterogeneity of CAMTA2 and FOXD1 expres-
sions in tumor and normal samples across 33 tumor types 
(Fig. 11A). Meanwhile, correlation between expressions of 
two hub genes and TMB, MSI, immune cell and immune 

score highlighted the significance of two hub genes involved 
in tumor immune microenvironment and immune cell infil-
tration (Fig. 11B–E). The protective prognosis value of 
CAMTA2 was observed in PAAD, while that of FOXD1 
was found in CESC and LUSC, showing a similar prognostic 
effect in NB (Fig. 11F). Furthermore, we conducted IHC 
staining to validate the significantly higher protein level of 
CAMTA2 and FOXD1 expression in stage 4S tissues than in 
stage 4 tissues, which supported our bioinformatics results 
(Fig. 11G, H, Supplementary Figure S7F). Meanwhile, we 
divided 35 stage 4S and 4 NB patients into high and low 
CAMTA2/FOXD1 group based on the median IHC score 
of CAMTA2/FOXD1. Survival analysis revealed that NB 
patients with high CAMTA2 protein levels had significantly 
better OS than NB patients with low CAMTA2 protein lev-
els, while this difference was also observed between high 
and low FOXD1 groups, without significance (Fig. 11H).

Discussion

Neuroblastoma (NB), most commonly seen in children 
under five years old, is a major life-threatening condition 
that contributes to roughly 15% of pediatric tumor-related 
deaths (Gurney et al. 1995). Varied clinical symptoms and 
molecular features of NB complicate the diagnosis and treat-
ment efforts for clinicians (Aygun 2018). In advanced stages, 
complete surgical removal of primary tumors is often not 
possible, largely due to the tumor encircling and eroding the 
neurovascular system after extensive growth. Additionally, 
advanced stages are frequently accompanied by conditions 
such as distant metastasis and drug resistance, leading to 
a particularly poor prognosis for NB patients (Bhatnagar 
and Sarin 2012). This challenging context has brought the 
phenomenon of spontaneous regression, especially preva-
lent in stage 4S, into sharp focus among researchers. How-
ever, this phenomenon is not unique to stage 4S NB, while 
some NB children with bone metastases and low stages also 
have spontaneous regression (Matthay 1998). In addition, 
researchers also find that stage 4S may sometimes progress 
to stage 4 or other high-risk diseases, and even regress after 
progression (Tas et al. 2020). Yet, the mechanisms of spon-
taneous regression in NB remain elusive.

However, with the development of bioinformatics and 
multi-omics, we are striving to improve our understand-
ing and management of this complex disease. For exam-
ple, proteomics-based analysis demonstrated that some 
proteins, which were related to differentiation, proliferation 
and apoptosis, expressed differently between stage 4 and 4S 
NB with significance (Yu et al. 2011). Epigenetic analysis 
revealed that changes in gene expression related to promoter 



	 Journal of Cancer Research and Clinical Oncology (2024) 150:148148  Page 20 of 26



Journal of Cancer Research and Clinical Oncology (2024) 150:148	 Page 21 of 26  148

methylation, histone modification, or chromatin remodeling 
may affect the differentiation of NB (Das et al. 2013). Hence, 
we performed multiple methods of bioinformatics analysis 
to identify differentially methylated genes between INSS 4 
and 4S stage NB, as well as developed an ISRS model to 
accurately diagnose stage 4 NB and forecast the prognosis of 
NB patients, which also showed a well capability to predict 
immunotherapy response and to risk-stratify NB patients in 
several aspects, such as immune microenvironment, muta-
tion landscape, chemotherapy response and single-cell level 
evidences. With experimental validation of two differential 
expressed genes between INSS 4 and 4S stage NB, our 
research findings would offer valuable insights in decipher-
ing tumor microenvironment, shedding light on the biologi-
cal underpinnings of both the pathogenesis and spontaneous 
regression of NB.

In our study, we especially focused on enhancers, which 
are DNA sequences in the genome ranging from 50 to 
1500 bp in length and can bind to TF to promote the tran-
scription of target genes. As critical regulatory components 
of DNA, enhancers are involved in numerous intricate regu-
latory networks that influence cancer-related genes. Muta-
tions within tumors often result in the dysregulation of these 
enhancers, leading to the abnormal expression of genes 
involved in growth and development (Adhikary et al. 2021; 
Zhang et al. 2018). Therefore, ELMER analysis was con-
ducted to identify differential methylated enhancers between 
stage 4 and 4S NB. Motif FOXK1_HUMAN.H11MO.0.A. 
was found significantly differentially expressed, which 
throws light on underlying enhancer-associated mechanisms 
between stage 4 and 4S NB, thus laying the foundation for 
future research on spontaneous regression of NB. Moreover, 
ML is a crucial method in our study, leveraging advanced 
algorithms to handle large, heterogeneous datasets automati-
cally, particularly excelling in prediction tasks by identi-
fying meaningful patterns (Goecks et al. 2020). Using the 

expression profiles of differentially methylated genes, we 
utilized an integrative ML pipeline to construct a consensus 
ISRS to diagnose stage 4 NB and predict the prognosis of 
NB. In total, 101 kinds of prognostic algorithms and 113 
kinds of predictive algorithms were applied to the training 
cohort based on the LOOCV framework. Subsequent valida-
tions across four independent NB cohorts revealed that the 
most effective prognostic model was Enet (alpha = 0.6) and 
the most effective diagnostic model was RF. The strength of 
this integrated approach lies in its ability to amalgamate var-
ious ML algorithms to create models with consistent diag-
nostic or prognostic capabilities for NB, which reduces the 
dimensionality of multiple variables to simplify the model 
for practical and translational use. The ISRS's efficacy as a 
prognostic tool was further underscored by time-dependent 
ROC curves, AUC values, calibration curves, and DCA 
curves, all of which highlighted its superiority over other 
clinical variables. Moreover, the meta-analysis of model 
performance in C-index demonstrated that ISRS maintained 
well accuracy and stability in external public cohorts, which 
suggested huge potential for its clinical application.

With the capacity of ISRS to categorize NB patients 
into high-risk and low-risk group, we were able to explore 
molecular differences and pathogenic mechanism between 
the two risk groups divided by ISRS model genes. Patients 
in the high-risk and low-risk group displayed huge biological 
distinctness in terms of immune microenvironment, immu-
notherapy response, somatic mutations and chemotherapy 
sensitivity. Based on DEGs between two risk groups and 
the model genes that consisted of ISRS, we performed 
functional enrichment analysis to reveal that the differential 
functions were primarily enriched in organ development, 
tissue morphogenesis and cell cycle. NB may be caused by 
abnormal differentiation of neural crest stem cells, which is 
associated with abnormal regulation of development, mor-
phogenesis and cell cycle. The migration pathway of neural 
crest stem cells is the same as the tumor location of stage 
4S NB, including the adrenal gland, liver, skin, and a small 
amount of bone marrow. Currently, most malignant tumors 
were found to contain stem cells or precursor-like cells with 
stem cell characteristics, which are associated with the influ-
ences of genetic and epigenetic changes on developing cells 
and mature cells (Ratner et al. 2016). Our functional enrich-
ment analysis suggested that model genes of ISRS could be 
involved in the differentiation and maturation of NB cells, 
which might influence the differentiation related signals and 
pathways.

Nowadays, scRNA-seq technology is increasingly utilized 
in bioinformatics to explore the cellular components and 
interactions within the tumor microenvironment, which aids 
in identifying associations between tumor patterns and clini-
cal outcomes and in assessing cell-specific drug effects for 
personalized cancer treatment (Hsieh et al. 2023). Besides, 

Fig. 10   The landscape of CNV, cell–cell communication, transcrip-
tional regulons in GSE137804 scRNA-seq cohort. A, B Differences 
of CNVs of NE cells, fibroblasts, Schwann cells and endothelial cells 
in high ISRS cells and low ISRS cells. C Circle diagrams showed the 
interaction strength and number between each cell type in high ISRS 
cells and low ISRS cells. D Chord chart and bubble chart showed 
overexpressed ligand–receptor interactions in high ISRS cells. Bub-
ble size represents P value generated by the permutation test, and the 
color represents the possibility of interactions. E Heatmap showed 
the efferent or afferent contributions of all signals to different cell 
types in low ISRS cells (left) and low ISRS cells (right). F Dot plot 
shows dominant senders and receivers in high ISRS cells and low 
ISRS cells. The X and Y axes are the total outgoing or incoming com-
munication probabilities associated with each cell group, respectively. 
The size of the dots is positively related to the number of inferred 
links (both outgoing and incoming) associated with each cell block. 
The colors of the dots represent different cell groups. G SCENIC 
analysis indicated significant regulons in low ISRS cells (left) and 
high ISRS cells (right)
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scRNA-seq studies have provided insights into the develop-
mental origins of NB, which indicates that the degree of dif-
ferentiation correlates with clinical prognosis, highlighting 
the importance of developmental biology in understanding 
and treating NB (Jansky et al. 2021). In our study, we per-
formed single-cell analysis in four NB scRNA-seq datasets 
to further investigate the underlying cellular mechanisms of 
model genes that consisted of ISRS. Based on six algorithms 
of single-cell scoring, the expression profiles of model genes 
in ISRS were clearly visualized in single-cell levels, showing 
an abundance infiltration in NE cells and T cells. Subse-
quently, we performed pseudotime analysis and inferCNV 
algorithm in high ISRS cell and low ISRS cells, respectively, 
discovering significant differences in cellular differentiation 
and mutation landscape between the two ISRS groups. Cells 
with higher ISRS scores tended to be immature cells and 
malignant cells, which verified the capability of risk strati-
fication of ISRS. Moreover, cell communication networks 
and transcription regulon networks in two ISRS revealed 
some differences, throwing light on a better understanding 
of tumor microenvironment and tumor heterogeneity.

Sequencing the genome or transcriptome of NB patient 
samples, collected through biopsy or surgical removal, 
could be a routine practice for diagnosis and guiding ther-
apeutic decision-making. With sequencing data entered 
in ISRS, clinicians could precisely diagnose INSS stage 
4 NB and predict the prognosis of NB patients, and tailor 
personalize treatment plan for patients with distant metas-
tasis and poor prognosis. Meanwhile, ISRS can be easily 
duplicated via a PCR-based detection method, making 
it practicable in clinical transformation and implemen-
tation. However, we should admit certain limitations in 
our research. Firstly, our analysis was retrospective, with 
sequencing data and corresponding clinical data sourced 
from public databases, which needs a large-scale, multi-
center prospective validation. The absence of therapy 
regimens, metastasis states and recurrence records might 
potentially distort our discoveries. Secondly, since the 
characteristics of CAMTA2 and FOXD1 in NB remains 
unclear, more real-world researches enrolling more tumor 
specimens, as well as more experiments in vitro or in vivo 
should be carried out to explore their biological function 

in NB. Last but not least, our current approach, which 
relies solely on transcriptome and methylation sequencing, 
could be significantly enhanced through the integration of 
multi-omics data. For example, proteomics offers a closer 
view of the functional molecules that drive cancer pro-
gression and response to therapy, potentially uncovering 
novel biomarkers and therapeutic targets. Incorporating 
proteomic analysis could significantly enrich our under-
standing of the spontaneous regression of NB by pro-
viding direct insights into protein expression levels and 
post-translational modifications between INSS 4 and 4S 
NB, which are pivotal for cellular function and pheno-
type. The comprehensive integration analysis facilitates 
a deeper deciphering of biological processes and physi-
ological mechanisms, thereby enhancing the stability and 
accuracy of predictive algorithms. Moreover, multi-omics 
integration brings a wealth of features to the analytical 
process, which are crucial for more nuanced learning 
algorithms. Deep learning, a sophisticated subset of ML, 
has the distinct advantage of autonomously identifying 
features critical for classification. This contrasts with tra-
ditional ML methods, where such features must be manu-
ally selected and inputted. Therefore, the development 
and application of new deep learning algorithms, coupled 
with the rich insights from integrating multi-omics data, 
present a promising strategy for advancing individualized 
medicine in NB patients. In the future, with various clin-
icopathological parameters, imaging data and multi-omics 
data integrated into a novel multimodal model, we believe 
that the artificial intelligence model could strongly assist 
the existing NB treatment protocols in clinical practice, 
after large-scale validation implemented in multi-center 
cohorts.

Conclusion

For the first time, we successfully developed INSS stage-
related signatures to precisely diagnose stage 4 NB and 
predict the prognosis of NB patients based on abundant 
machine learning algorithms and multi-omics data. After 
serious validations in model performances, immune 
microenvironment, somatic mutations, immunotherapy 
and chemotherapy, we proved that our signature exhibited 
stability and strength as a promising predictive biomarker 
and therapeutic target in NB. Meanwhile, enhancer genes 
CAMTA2 and FOXD1 were identified from the signature, 
which expressed significantly higher in stage 4S than in 
stage 4, providing potential investigation values in the field 
of differentiation and spontaneous regression in NB.

Fig. 11   Pan-cancer analysis and experimental validation of two 
hub genes (CAMTA2 and FOXD1). A Differential expressions of 
CAMTA2 and FOXD1 in tumor and normal samples across 33 tumor 
types. B, C Correlation analysis between expressions of hub genes 
and TMB/MSI scores. D, E Correlation analysis between expres-
sions of hub genes and immune cell proportions/immune scores cal-
culated by ESTIMATE. F Cox regression analysis of CAMTAA2 and 
FOXD1 in multiple tumor types. G, H Protein expression levels of 
CAMTA2 and FOXD1 were assessed by IHC in stage 4S tissues and 
stage 4 tissues. Survival analysis was employed to validate the prog-
nostic value of protein expressions of CAMTA2 and FOXD1

◂



	 Journal of Cancer Research and Clinical Oncology (2024) 150:148148  Page 24 of 26

Supplementary Information  The online version contains supplemen-
tary material available at https://​doi.​org/​10.​1007/​s00432-​024-​05650-4.

Acknowledgements  We sincerely thank Dr. Jianming Zeng (University 
of Macau), and all the members of his bioinformatics team, biotrainee, 
for generously sharing their experience and codes.

Author contributions  SL and TM designed the research plan, per-
formed bioinformatics analysis, performed experiments and wrote the 
manuscript. LJ, YL, JW, XW, CR, ZW and XK performed the col-
lection and assembly of data. SL, JLuo and JLiu finalized the manu-
script. ZZ and DH supervised the research progress and revised the 
manuscript. All authors contributed to the article and approved the 
submitted version.

Funding  This study was supported by the Contracting Project 
of Chongqing Talent Program: No. cstc2021ycjh-bgzxm0253, 
Chongqing Municipal Science and Technology Bureau [Grant nos. 
cstc2021ycjh-bgzxm0253].

 Data availability  Publicly available datasets were analyzed in this 
study. The names of the repositories and accession numbers can be 
found within the article/Supplementary Materials. Further inquiries 
can be directed to the corresponding author (Dawei He).

Declarations 

Conflict of interest  The authors declare that the research was con-
ducted in the absence of any commercial or financial relationships that 
could be construed as a potential conflict of interest.

Ethics statement  The study was conducted according to the guidelines 
of the Declaration of Helsinki and approved by the Ethics Committee 
of the Children’s Hospital of Chongqing Medical University (protocol 
code: 2022-170, approved on 15 April 2022).

Open Access   This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article's Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article's Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

References

Adhikary S, Roy S, Chacon J, Gadad SS, Das C (2021) Implications 
of enhancer transcription and eRNAs in cancer. Cancer Res 
81(16):4174–4182

Aibar S, González-Blas CB, Moerman T, Huynh-Thu VA, Imrichova 
H, Hulselmans G et al (2017) SCENIC: single-cell regulatory 
network inference and clustering. Nat Methods 14(11):1083–1086

Andreatta M, Carmona SJ (2021) UCell: robust and scalable single-cell 
gene signature scoring. Comput Struct Biotechnol J 19:3796–3798

Aran D, Hu Z, Butte AJ (2017) xCell: digitally portraying the tissue 
cellular heterogeneity landscape. Genome Biol 18(1):220

Avitabile M, Bonfiglio F, Aievola V, Cantalupo S, Maiorino T, Lasorsa 
VA et al (2022) Single-cell transcriptomics of neuroblastoma 

identifies chemoresistance-associated genes and pathways. Com-
put Struct Biotechnol J 20:4437–4445

Aygun N (2018) Biological and genetic features of neuroblastoma and 
their clinical importance. Curr Pediatr Rev 14(2):73–90

Barbie DA, Tamayo P, Boehm JS, Kim SY, Moody SE, Dunn IF et al 
(2009) Systematic RNA interference reveals that oncogenic 
KRAS-driven cancers require TBK1. Nature 462(7269):108–112

Becht E, Giraldo NA, Lacroix L, Buttard B, Elarouci N, Petitprez F 
et al (2016) Estimating the population abundance of tissue-infil-
trating immune and stromal cell populations using gene expres-
sion. Genome Biol 17(1):218

Bhatnagar SN, Sarin YK (2012) Neuroblastoma: a review of manage-
ment and outcome. Indian J Pediatr 79(6):787–792

Boyle ST, Poltavets V, Kular J, Pyne NT, Sandow JJ, Lewis AC 
et al (2020) ROCK-mediated selective activation of PERK sig-
nalling causes fibroblast reprogramming and tumour progres-
sion through a CRELD2-dependent mechanism. Nat Cell Biol 
22(7):882–895

Brodeur GM (2018) Spontaneous regression of neuroblastoma. Cell 
Tissue Res 372(2):277–286

Brodeur GM, Pritchard J, Berthold F, Carlsen NL, Castel V, Castel-
berry RP et al (1993) Revisions of the international criteria for 
neuroblastoma diagnosis, staging, and response to treatment. J 
Clin Oncol 11(8):1466–1477

Butler A, Hoffman P, Smibert P, Papalexi E, Satija R (2018) Integrating 
single-cell transcriptomic data across different conditions, tech-
nologies, and species. Nat Biotechnol 36(5):411–420

Cao J, Spielmann M, Qiu X, Huang X, Ibrahim DM, Hill AJ et al 
(2019) The single-cell transcriptional landscape of mammalian 
organogenesis. Nature 566(7745):496–502

Charoentong P, Finotello F, Angelova M, Mayer C, Efremova M, 
Rieder D et  al (2017) Pan-cancer immunogenomic analyses 
reveal genotype-immunophenotype relationships and predictors 
of response to checkpoint blockade. Cell Rep 18(1):248–262

Das S, Bryan K, Buckley PG, Piskareva O, Bray IM, Foley N et al 
(2013) Modulation of neuroblastoma disease pathogenesis by an 
extensive network of epigenetically regulated microRNAs. Onco-
gene 32(24):2927–2936

Decock A, Ongenaert M, De Wilde B, Brichard B, Noguera R, Spele-
man F et al (2016) Stage 4S neuroblastoma tumors show a char-
acteristic DNA methylation portrait. Epigenetics 11(10):761–771

Dong R, Yang R, Zhan Y, Lai HD, Ye CJ, Yao XY et al (2020) Single-
cell characterization of malignant phenotypes and developmental 
trajectories of adrenal neuroblastoma. Cancer Cell 38(5):716-733.
e6

Finotello F, Mayer C, Plattner C, Laschober G, Rieder D, Hackl H et al 
(2019) Molecular and pharmacological modulators of the tumor 
immune contexture revealed by deconvolution of RNA-seq data. 
Genome Med 11(1):34

Foroutan M, Bhuva DD, Lyu R, Horan K, Cursons J, Davis MJ (2018) 
Single sample scoring of molecular phenotypes. BMC Bioinform 
19(1):404

Gagliano T, Shah K, Gargani S, Lao L, Alsaleem M, Chen J et al (2020) 
PIK3Cδ expression by fibroblasts promotes triple-negative breast 
cancer progression. J Clin Invest 130(6):3188–3204

Goecks J, Jalili V, Heiser LM, Gray JW (2020) How machine learning 
will transform biomedicine. Cell 181(1):92–101

Gurney JG, Severson RK, Davis S, Robison LL (1995) Incidence of 
cancer in children in the United States. Sex-, race-, and 1-year 
age-specific rates by histologic type. Cancer 75(8):2186–2195

Hakimi AA, Reznik E, Lee CH, Creighton CJ, Brannon AR, Luna A 
et al (2016) An integrated metabolic atlas of clear cell renal cell 
carcinoma. Cancer Cell 29(1):104–116

Hänzelmann S, Castelo R, Guinney J (2013) GSVA: gene set variation 
analysis for microarray and RNA-seq data. BMC Bioinform 14:7

https://doi.org/10.1007/s00432-024-05650-4
http://creativecommons.org/licenses/by/4.0/


Journal of Cancer Research and Clinical Oncology (2024) 150:148	 Page 25 of 26  148

Harenza JL, Diamond MA, Adams RN, Song MM, Davidson HL, Hart 
LS et al (2017) Transcriptomic profiling of 39 commonly-used 
neuroblastoma cell lines. Sci Data 4:170033

Hensley CT, Faubert B, Yuan Q, Lev-Cohain N, Jin E, Kim J et al 
(2016) Metabolic Heterogeneity in Human Lung Tumors. Cell 
164(4):681–694

Hsieh CY, Wen JH, Lin SM, Tseng TY, Huang JH, Huang HC et al 
(2023) scDrug: from single-cell RNA-seq to drug response predic-
tion. Comput Struct Biotechnol J 21:150–157

Ikeda H, Iehara T, Tsuchida Y, Kaneko M, Hata J, Naito H et al (2002) 
Experience with international neuroblastoma staging system and 
pathology classification. Br J Cancer 86(7):1110–1116

Inoue J, Misawa A, Tanaka Y, Ichinose S, Sugino Y, Hosoi H et al 
(2009) Lysosomal-associated protein multispanning transmem-
brane 5 gene (LAPTM5) is associated with spontaneous regres-
sion of neuroblastomas. PLoS ONE 4(9):e7099

Jansky S, Sharma AK, Körber V, Quintero A, Toprak UH, Wecht EM 
et al (2021) Single-cell transcriptomic analyses provide insights 
into the developmental origins of neuroblastoma. Nat Genet 
53(5):683–693

Jia Q, Wu W, Wang Y, Alexander PB, Sun C, Gong Z et al (2018) 
Local mutational diversity drives intratumoral immune hetero-
geneity in non-small cell lung cancer. Nat Commun 9(1):5361

Jiang P, Gu S, Pan D, Fu J, Sahu A, Hu X et al (2018) Signatures of 
T cell dysfunction and exclusion predict cancer immunotherapy 
response. Nat Med 24(10):1550–1558

Jin S, Guerrero-Juarez CF, Zhang L, Chang I, Ramos R, Kuan CH 
et al (2021) Inference and analysis of cell–cell communication 
using Cell Chat. Nat Commun 12(1):1088

Kildisiute G, Kholosy WM, Young MD, Roberts K, Elmentaite R, 
van Hooff SR et al (2021) Tumor to normal single-cell mRNA 
comparisons reveal a pan-neuroblastoma cancer cell. Sci Adv 
7(6). Erratum in: Sci Adv. 2022 May 20;8(20)

Kim J, DeBerardinis RJ (2019) Mechanisms and implications of meta-
bolic heterogeneity in cancer. Cell Metab 30(3):434–446

Kocak H, Ackermann S, Hero B, Kahlert Y, Oberthuer A, Juraeva D 
et al (2013) Hox-C9 activates the intrinsic pathway of apoptosis 
and is associated with spontaneous regression in neuroblastoma. 
Cell Death Dis 4(4):e586

Koizumi H, Wakisaka M, Nakada K, Takakuwa T, Fujioka T, Yamate N 
et al (1995) Demonstration of apoptosis in neuroblastoma and its 
relationship to tumour regression. Virchows Arch 427(2):167–173

Korsunsky I, Millard N, Fan J, Slowikowski K, Zhang F, Wei K et al 
(2019) Fast, sensitive and accurate integration of single-cell data 
with harmony. Nat Methods 16(12):1289–1296

Lambert SA, Jolma A, Campitelli LF, Das PK, Yin Y, Albu M et al 
(2018) The human transcription factors. Cell 172(4):650–665

Lang M, Binder M, Richter J, Schratz P, Pfisterer F, Coors S et al 
(2019) mlr3: a modern object-oriented machine learning frame-
work in R. J Open Source Softw 4:1903

Leek JT, Johnson WE, Parker HS, Jaffe AE, Storey JD (2012) The sva 
package for removing batch effects and other unwanted variation 
in high-throughput experiments. Bioinformatics 28(6):882–883

Li B, Severson E, Pignon JC, Zhao H, Li T, Novak J et al (2016) Com-
prehensive analyses of tumor immunity: implications for cancer 
immunotherapy. Genome Biol 17(1):174

Liao C, Wang X (2023) TCGAplot: an R package for integrative pan-
cancer analysis and visualization of TCGA multi-omics data. 
BMC Bioinform 24(1):483

Liu Z, Liu L, Weng S, Guo C, Dang Q, Xu H et al (2022) Machine 
learning-based integration develops an immune-derived lncRNA 
signature for improving outcomes in colorectal cancer. Nat Com-
mun 13(1):816

Luan XF, Wang L, Gai XF (2021) The miR-28-5p-CAMTA2 axis regu-
lates colon cancer progression via Wnt/β-catenin signaling. J Cell 
Biochem 122(9):945–957

Matthay KK (1998) Stage 4S neuroblastoma: what makes it special? J 
Clin Oncol 16(6):2003–2006

Mayakonda A, Lin DC, Assenov Y, Plass C, Koeffler HP (2018) 
Maftools: efficient and comprehensive analysis of somatic vari-
ants in cancer. Genome Res 28(11):1747–1756

Meng X, Li H, Fang E, Feng J, Zhao X (2020) Comparison of stage 
4 and stage 4s neuroblastoma identifies autophagy-related gene 
and LncRNA signatures associated with prognosis. Front Oncol 
10:1411

Mermel CH, Schumacher SE, Hill B, Meyerson ML, Beroukhim R, 
Getz G (2011) GISTIC2.0 facilitates sensitive and confident 
localization of the targets of focal somatic copy-number altera-
tion in human cancers. Genome Biol 12(4):R41

Newman AM, Liu CL, Green MR, Gentles AJ, Feng W, Xu Y et al 
(2015) Robust enumeration of cell subsets from tissue expres-
sion profiles. Nat Methods 12(5):453–457

Papac RJ (1996) Spontaneous regression of cancer. Cancer Treat 
Rev 22(6):395–423

Papac RJ (1998) Spontaneous regression of cancer: possible mecha-
nisms. In Vivo 12(6):571–578

Qiu X, Hill A, Packer J, Lin D, Ma YA, Trapnell C (2017) Single-cell 
mRNA quantification and differential analysis with census. Nat 
Methods 14(3):309–315

Racle J, de Jonge K, Baumgaertner P, Speiser DE, Gfeller D (2017) 
Simultaneous enumeration of cancer and immune cell types 
from bulk tumor gene expression data. Elife 6:e26476. https://​
doi.​org/​10.​7554/​eLife.​26476

Ratner N, Brodeur GM, Dale RC, Schor NF (2016) The “neuro” of 
neuroblastoma: neuroblastoma as a neurodevelopmental disor-
der. Ann Neurol 80(1):13–23

Roh W, Chen PL, Reuben A, Spencer CN, Prieto PA, Miller JP 
et al (2017) Integrated molecular analysis of tumor biopsies 
on sequential CTLA-4 and PD-1 blockade reveals markers 
of response and resistance. Sci Transl Med 9(379):eaah3560. 
https://​doi.​org/​10.​1126/​scitr​anslm​ed.​aah35​60

Sahai E, Astsaturov I, Cukierman E, DeNardo DG, Egeblad M, Evans 
RM et al (2020) A framework for advancing our understanding 
of cancer-associated fibroblasts. Nat Rev Cancer 20(3):174–186

Satija R, Farrell JA, Gennert D, Schier AF, Regev A (2015) Spatial 
reconstruction of single-cell gene expression data. Nat Biotech-
nol 33(5):495–502

Silva TC, Coetzee SG, Gull N, Yao L, Hazelett DJ, Noushmehr 
H et al (2019) ELMER vol 2: an R/Bioconductor package to 
reconstruct gene regulatory networks from DNA methylation 
and transcriptome profiles. Bioinformatics 35(11):1974–1977

Sonabend R, Király FJ, Bender A, Bischl B, Lang M (2021) mlr-
3proba: an R package for machine learning in survival analysis. 
Bioinformatics 37(17):2789–2791

Subramanian A, Tamayo P, Mootha VK, Mukherjee S, Ebert BL, 
Gillette MA et al (2005) Gene set enrichment analysis: a knowl-
edge-based approach for interpreting genome-wide expression 
profiles. Proc Natl Acad Sci USA 102(43):15545–15550

Szymansky A, Kruetzfeldt LM, Heukamp LC, Hertwig F, Theis-
sen J, Deubzer HE et al (2021) Neuroblastoma risk assessment 
and treatment stratification with hybrid capture-based panel 
sequencing. J Pers Med 11(8):691

Tas ML, Nagtegaal M, Kraal K, Tytgat GAM, Abeling N, Koster 
J et al (2020) Neuroblastoma stage 4S: tumor regression rate 
and risk factors of progressive disease. Pediatr Blood Cancer 
67(4):e28061

Thorsson V, Gibbs DL, Brown SD, Wolf D, Bortone DS, Ou Yang 
TH et al (2018) The immune landscape of cancer. Immunity 
48(4):812-830.e14

Tirosh I, Venteicher AS, Hebert C, Escalante LE, Patel AP, Yizhak K 
et al (2016) Single-cell RNA-seq supports a developmental hier-
archy in human oligodendroglioma. Nature 539(7628):309–313

https://doi.org/10.7554/eLife.26476
https://doi.org/10.7554/eLife.26476
https://doi.org/10.1126/scitranslmed.aah3560


	 Journal of Cancer Research and Clinical Oncology (2024) 150:148148  Page 26 of 26

Tsubota S, Kadomatsu K (2018) Origin and initiation mechanisms of 
neuroblastoma. Cell Tissue Res 372(2):211–221

Watanabe K, Kimura S, Seki M, Isobe T, Kubota Y, Sekiguchi M et al 
(2022) Identification of the ultrahigh-risk subgroup in neuroblas-
toma cases through DNA methylation analysis and its treatment 
exploiting cancer metabolism. Oncogene 41(46):4994–5007

Wilkerson MD, Hayes DN (2010) ConsensusClusterPlus: a class dis-
covery tool with confidence assessments and item tracking. Bio-
informatics 26(12):1572–1573

Wu T, Yang Z, Chen W, Jiang M, Xiao Z, Su X et al (2023) miR-30e-
5p-mediated FOXD1 promotes cell proliferation by blocking cel-
lular senescence and apoptosis through p21/CDK2/Rb signaling 
in head and neck carcinoma. Cell Death Discov 9(1):295

Xu L, Deng C, Pang B, Zhang X, Liu W, Liao G et al (2018) TIP: a web 
server for resolving tumor immunophenotype profiling. Cancer 
Res 78(23):6575–6580

Yang C, Huang X, Li Y, Chen J, Lv Y, Dai S (2021) Prognosis and 
personalized treatment prediction in TP53-mutant hepatocellular 
carcinoma: an in silico strategy towards precision oncology. Brief 
Bioinform 22(3)

Yoshihara K, Shahmoradgoli M, Martínez E, Vegesna R, Kim H, Tor-
res-Garcia W et al (2013) Inferring tumour purity and stromal 
and immune cell admixture from expression data. Nat Commun 
4:2612

Yu F, Zhu X, Feng C, Wang T, Hong Q, Liu Z et al (2011) Proteomics-
based identification of spontaneous regression-associated proteins 
in neuroblastoma. J Pediatr Surg 46(10):1948–1955

Yu G, Wang LG, Han Y, He QY (2012) clusterProfiler: an R package 
for comparing biological themes among gene clusters. OMICS 
16(5):284–287

Zeng D, Ye Z, Shen R, Yu G, Wu J, Xiong Y et al (2021) IOBR: multi-
omics immuno-oncology biological research to decode tumor 
microenvironment and signatures. Front Immunol 12:687975

Zhang H, Meltzer P, Davis S (2013) RCircos: an R package for Circos 
2D track plots. BMC Bioinform 14:244

Zhang X, Feng H, Li Z, Li D, Liu S, Huang H et al (2018) Application 
of weighted gene co-expression network analysis to identify key 
modules and hub genes in oral squamous cell carcinoma tumori-
genesis. Onco Targets Ther 11:6001–6021

Publisher's Note  Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.


	Integrative analysis with machine learning identifies diagnostic and prognostic signatures in neuroblastoma based on differentially DNA methylated enhancers between INSS stage 4 and 4S neuroblastoma
	Abstract
	Introduction 
	Methods 
	Results 
	Conclusion 

	Introduction
	Materials and methods
	Datasets
	Enhancer-associated regulatory network
	Signatures based on integrating machine learning algorithms
	Verifying the reliability of the diagnostic and prognostic signatures
	Consensus clustering analysis of motif genes
	Functional enrichment analysis
	Tumor immune microenvironment landscape
	Somatic mutation and copy number variation analysis
	Evaluation of immunotherapy and chemotherapy sensitivity
	Single-cell RNA sequencing analysis
	Pan-cancer analysis
	Immunohistochemistry staining

	Results
	Enhancer-associated regulatory network with ELMER analysis
	Establishment and validation of ISRS with diagnostic and prognostic value
	Functional enrichment analysis and landscape of model genes
	Tumor immune microenvironment analysis
	Comparison of the tumor mutation burdens
	Response of immunotherapy and chemotherapy
	Identification of ISRS model genes-related subtypes
	Model comparisons and landscapes of risk groups and clusters
	Single-cell sequencing analysis and pseudotime analysis
	Validation of ISRS by inferCNV, cell communication and SCENIC analysis
	Pan-cancer analysis and immunohistochemistry of two hub genes

	Discussion
	Conclusion
	Acknowledgements 
	References




